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Thesis

 Researchers come together into dynamic
collaborations and employ a number of
applications, software tools, data sources, and
iInstruments

* They have access to a growing variety of
processing, storage and networking resources

e Goal: “make it easier for scientists to conduct
large-scale computational tasks that use the
power of computing resources they do not own
to process data they did not collect with
applications they did not develop”



Challenges today

Estimate the application resource needs
Find the appropriate computing resources
Acquire those resources

Deploy the applications and data on the
resources

Vlianage applications and resources during run



Approach

* A planning framework that covers the entire
spectrum of computing resources—
processing, storage, networking, and software

* The framework that encompasses the five
phases of collaborative computing—estimate,
find, acquire, deploy, and use



Experimental Foundation

Real-world applications

State of the art computing capabilities—ALCF and OSG
Campus resources at ND, UCSD and UW

Commercial cloud services

Experimentation from the point of view of a
collaboration member: “submit locally and compute
globally”

Pay attention to the cost involved in acquiring the
resources and the human effort involved in software
and data deployment and application management



Applications:
Portal Generated Workflows/ use Makeflow
WMS
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Southern California Earthquake Center
— CyberShake PSHA Workflow

T < Description

<> Builders ask seismologists: “What will the peak
ground motion be at my new building in the next

50 years?”
< Seismologists answer this question using
Probabilistic Seismic Hazard Analysis (PSHA)
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System Entities

: the workflow that a user submits,
has information about computations do be done
and their data dependencies (WMS-specific)

—abstract representation of the
workflow (WMS-independent)

—resources needed by WF
tasks (WF-independent)

— resources to be provisioned
over time (WF-dependent)

— mapping of tasks to resources (WF-
dependent)



System Components
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System Components
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System Components
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System Components
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System Components
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Task Characterization/Execution

Understand the resource needs of a task

Establish expected values and limits for task
resource consumption

Launch tasks on the correct resources

Monitor task execution and resource
consumption, interrupt tasks that reach limits

Possibly re-launch task on different resources



Monitoring/Modeling of tasks

/ exitcode, “signalled”, “limit”
-- The number of the signal that terminated the process.

List of all the resource limits that were
exceeded by the process

--The maximum number of
processes that ran concurrently.

/

Values available if a Working Directory is specified

-- The peak value of the number of
files and directories in the working directory.

--The peak value of the size of all files and
directories in the working directory.



Data Collection and Modeling

Records From
Task Record Many Tasks Task Profile
CPU: 4C

«@« o)

Provisioning Plan Workflow Profile Workflow Structure

workflow
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task Disk: 1G
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RAM: 50M
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monitor

: lll




Static Workflow Monitoring

src.b src.c cmd?2

—

flow specification resource control flow execution



Static Workflow Monitoring

src.b src.c cmmd2 mon limits

N

mon -Mlimits

~__

out.b log-rule-002 summary-002

-0 out.b

—

flow specification resource control flow execution

Working on making the tools generic



Portal Generated Workflows
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Experimental design

Characterize a set of applications, run large number
of instances, develop application models

Design synthetic applications with a desired
behavior (CPU consumption, Mem, 1/0)

— Run a large number of instances

— Model task and application behavior

— See if the model matches the input

— See if the system responds appropriately

Experimental platform:

— Open Science Grid (with glideinWMS)

— Argonne Leadership Computing Facility

— ND/Center for Research Computing, UW, UCSD
— Clouds



Conclusions

dV/dt will develop a to
— characterize and manage applications

— provision resources/monitor execution/adapt
Provide

Initial focus on

https://sites.google.com/site/acceleratingexascale/




